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My Research
“To build AI systems that can learn like us”
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Goal of “Intro to ML”

• By the end of this part, you should be able to
– Define ML and discuss some of its goals
– Learn a few success cases of ML application
– Learn a few examples where ML fails
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What is Machine learning?

A ‘Think-pair-share’ Exercise
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Video link http://channel9.msdn.com/Series/Microsoft-Research-Luminaries/John-Platt-on-AI-Cortana-and-Project-Adam

http://channel9.msdn.com/Series/Microsoft-Research-Luminaries/John-Platt-on-AI-Cortana-and-Project-Adam


60’s Computer Revolution



AI brought a lot of hope



If-then-else == Intelligence



If-then-else << Intelligence



Inspired by the 
learning process of living beings

From humans… to crows… 
to rats… to cockroaches



6 months old,
learning about 

ukulele



At the age of 
12 months, 

finished learning.
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At 14 months, 
learning 

about guitars.



Learning from experience
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Learning from experience data

18



Success Stories
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http://1.bp.blogspot.com/-SJhlctsnGFA/UFYEW8c5VvI/AAAAAAAAACk/-
ZBbpmv886s/s1600/20100517_amazon.gif 20



http://info.wenweipo.com/attachments/2010/10/15324_201010301919144nUiS.jpg 21



http://www.extremetech.com/computing/167179-facebook-is-working-on-deep-learning-neural-
networks-to-learn-even-more-about-your-personal-life 22



http://recode.net/2014/05/27/googles-new-self-driving-car-ditches-the-steering-wheel/





http://mentalfloss.com/sites/default/files/styles/article_640x430/public/watson_jeopardy.jpg



26http://wordplay.blogs.nytimes.com/2016/02/01/brilliant-go/?_r=0



More recent success stories

• Game playing: AlphaGo and AlphaStar
• Protein Folding: AlphaFold2
• Large Language models
– Transformers, GPT-3, CLIP, DALLE2 etc.

• Theorem proving: 'knot' conjecture
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Challenges
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Existing methods require a large 
amount of ‘good-quality’ data
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Data is ‘nasty’!

Unreliable, noisy, missing, too small, 
high-dimensional, redundant etc.
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Failure Stories
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Read more about this at 
http://musicmachinery.com/2009/03/26
/help-my-ipod-thinks-im-emo-part-1/

Example 1 : Popularity Bias
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http://www.pcworld.com/article/3036516/lets-hope-the-nsa-hasnt-actually-used-this-machine-learning-model-to-target-drone-strikes.html

Example 2 : Not Enough Data
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“Ridiculously Optimistic” Machine Learning



http://fusion.net/story/159736/google-photos-identified-black-people-as-but-racist-software-isnt-new/

Example 3 : Data Bias
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Example 4 : Overfitting

35http://smerity.com/articles/2016/tayandyou.html



36
https://www.theguardian.com/technology/2018/apr/04/facebook-cambridge-analytica-user-data-latest-more-than-thought
Washington post story

https://www.theguardian.com/technology/2018/apr/04/facebook-cambridge-analytica-user-data-latest-more-than-thought


But wait… is Machine Learning 
new?



Michael Osborne and Carl Frey’s presentation

https://www.google.com/url%3Fsa=t&rct=j&q=&esrc=s&source=web&cd=13&ved=0CC0QFjACOAo&url=http:/exeter-live.nsms.ox.ac.uk/sites/exeter/files/Machine%20Learning%20-%20Michael%20Osborne.pdf&ei=0JwMVPGfEoq9ygPBp4H4Dw&usg=AFQjCNGFg3wWFJBv76YoyNOwfAL8olWXjA&sig2=xvJzXqglorypN5JELB5Cvw&bvm=bv.74649129,d.bGQ


Artificial Intelligence

Data mining

Statistics

Machine Learning

Write are differences between different fields? Think-Pair-Share



Goal of “Intro to ML”

• By the end of this part, you should be able to
– Define ML and discuss some of its goals
– Learn a few success cases of ML application
– Learn a few examples where ML fails
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