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Long-term	Goal

“To	understand	the	fundamental	principles	of	
learning from	data	and	use	them	to	develop	
algorithms that	can	learn	like	living	beings.”
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Outline

• Uncertainty
• “Bayesian”	Deep	Learning
• Fast	computation	of	uncertainty
– ICML	2018,	Weight-perturbation	in	Adam	to	get	
uncertainty	estimates	(collaboration	with	
University	of	Oxford	and	University	of	Edinburgh).

• Results
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Uncertainty	Estimation
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Deep	Learning Bayesian	Deep	Learning
Weight Uncertainty in Neural Networks
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Figure 1. Left: each weight has a fixed value, as provided by clas-
sical backpropagation. Right: each weight is assigned a distribu-
tion, as provided by Bayes by Backprop.

is related to recent methods in deep, generative modelling
(Kingma and Welling, 2014; Rezende et al., 2014; Gregor
et al., 2014), where variational inference has been applied
to stochastic hidden units of an autoencoder. Whilst the
number of stochastic hidden units might be in the order of
thousands, the number of weights in a neural network is
easily two orders of magnitude larger, making the optimisa-
tion problem much larger scale. Uncertainty in the hidden
units allows the expression of uncertainty about a particular
observation, uncertainty in the weights is complementary
in that it captures uncertainty about which neural network
is appropriate, leading to regularisation of the weights and
model averaging.

This uncertainty can be used to drive exploration in contex-
tual bandit problems using Thompson sampling (Thomp-
son, 1933; Chapelle and Li, 2011; Agrawal and Goyal,
2012; May et al., 2012). Weights with greater uncertainty
introduce more variability into the decisions made by the
network, leading naturally to exploration. As more data are
observed, the uncertainty can decrease, allowing the deci-
sions made by the network to become more deterministic
as the environment is better understood.

The remainder of the paper is organised as follows: Sec-
tion 2 introduces notation and standard learning in neural
networks, Section 3 describes variational Bayesian learn-
ing for neural networks and our contributions, Section 4
describes the application to contextual bandit problems,
whilst Section 5 contains empirical results on a classifica-
tion, a regression and a bandit problem. We conclude with
a brief discussion in Section 6.

2. Point Estimates of Neural Networks

We view a neural network as a probabilistic model
P (y|x,w): given an input x 2 Rp a neural network as-
signs a probability to each possible output y 2 Y , using
the set of parameters or weights w. For classification, Y is
a set of classes and P (y|x,w) is a categorical distribution –
this corresponds to the cross-entropy or softmax loss, when

the parameters of the categorical distribution are passed
through the exponential function then re-normalised. For
regression Y is R and P (y|x,w) is a Gaussian distribution
– this corresponds to a squared loss.

Inputs x are mapped onto the parameters of a distribu-
tion on Y by several successive layers of linear transforma-
tion (given by w) interleaved with element-wise non-linear
transforms.

The weights can be learnt by maximum likelihood estima-
tion (MLE): given a set of training examples D = (x
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This is typically achieved by gradient descent (e.g., back-
propagation), where we assume that logP (D|w) is differ-
entiable in w.

Regularisation can be introduced by placing a prior upon
the weights w and finding the maximum a posteriori
(MAP) weights wMAP:

w

MAP
= argmax

w
logP (w|D)

= argmax

w
logP (D|w) + logP (w).

If w are given a Gaussian prior, this yields L2 regularisa-
tion (or weight decay). If w are given a Laplace prior, then
L1 regularisation is recovered.

3. Being Bayesian by Backpropagation

Bayesian inference for neural networks calculates the pos-
terior distribution of the weights given the training data,
P (w|D). This distribution answers predictive queries
about unseen data by taking expectations: the predictive
distribution of an unknown label ˆ

y of a test data item ˆ

x,
is given by P (

ˆ

y|ˆx) = E
P (w|D)[P (

ˆ

y|ˆx,w)]. Each pos-
sible configuration of the weights, weighted according to
the posterior distribution, makes a prediction about the un-
known label given the test data item ˆ

x. Thus taking an
expectation under the posterior distribution on weights is
equivalent to using an ensemble of an uncountably infi-
nite number of neural networks. Unfortunately, this is in-
tractable for neural networks of any practical size.

Previously Hinton and Van Camp (1993) and Graves
(2011) suggested finding a variational approximation to the
Bayesian posterior distribution on the weights. Variational
learning finds the parameters ✓ of a distribution on the
weights q(w|✓) that minimises the Kullback-Leibler (KL)
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– this corresponds to a squared loss.

Inputs x are mapped onto the parameters of a distribu-
tion on Y by several successive layers of linear transforma-
tion (given by w) interleaved with element-wise non-linear
transforms.

The weights can be learnt by maximum likelihood estima-
tion (MLE): given a set of training examples D = (x

i

,y

i

)

i

,
the MLE weights wMLE are given by:

w

MLE
= argmax

w
logP (D|w)

= argmax

w

X

i

logP (y

i

|x
i

,w).

This is typically achieved by gradient descent (e.g., back-
propagation), where we assume that logP (D|w) is differ-
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Bayesian inference for neural networks calculates the pos-
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learning finds the parameters ✓ of a distribution on the
weights q(w|✓) that minimises the Kullback-Leibler (KL)

(taken	from	Blundell	et	al.	2015)



Example	1:	Depth	Estimation
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(a) Input Image (b) Ground Truth (c) Semantic
Segmentation

(d) Aleatoric
Uncertainty

(e) Epistemic
Uncertainty

Figure 1: Illustrating the difference between aleatoric and epistemic uncertainty for semantic segmentation
on the CamVid dataset [8]. Aleatoric uncertainty captures noise inherent in the observations. In (d) our model
exhibits increased aleatoric uncertainty on object boundaries and for objects far from the camera. Epistemic
uncertainty accounts for our ignorance about which model generated our collected data. This is a notably
different measure of uncertainty and in (e) our model exhibits increased epistemic uncertainty for semantically
and visually challenging pixels. The bottom row shows a failure case of the segmentation model when the
model fails to segment the footpath due to increased epistemic uncertainty, but not aleatoric uncertainty.

which captures our ignorance about which model generated our collected data. This uncertainty
can be explained away given enough data, and is often referred to as model uncertainty. Aleatoric
uncertainty can further be categorized into homoscedastic uncertainty, uncertainty which stays con-
stant for different inputs, and heteroscedastic uncertainty. Heteroscedastic uncertainty depends on
the inputs to the model, with some inputs potentially having more noisy outputs than others. Het-
eroscedastic uncertainty is especially important for computer vision applications. For example, for
depth regression, highly textured input images with strong vanishing lines are expected to result in
confident predictions, whereas an input image of a featureless wall is expected to have very high
uncertainty.

In this paper we make the observation that in many big data regimes (such as the ones common
to deep learning with image data), it is most effective to model aleatoric uncertainty, uncertainty
which cannot be explained away. This is in comparison to epistemic uncertainty which is mostly
explained away with the large amounts of data often available in machine vision. We further show
that modeling aleatoric uncertainty alone comes at a cost. Out-of-data examples, which can be
identified with epistemic uncertainty, cannot be identified with aleatoric uncertainty alone.

For this we present a unified Bayesian deep learning framework which allows us to learn map-
pings from input data to aleatoric uncertainty and compose these together with epistemic uncer-
tainty approximations. We derive our framework for both regression and classification applications
and present results for per-pixel depth regression and semantic segmentation tasks (see Figure 1 and
the supplementary video for examples). We show how modeling aleatoric uncertainty in regression
can be used to learn loss attenuation, and develop a complimentary approach for the classification
case. This demonstrates the efficacy of our approach on difficult and large scale tasks.

The main contributions of this work are;

1. We capture an accurate understanding of aleatoric and epistemic uncertainties, in particular
with a novel approach for classification,

2. We improve model performance by 1 � 3% over non-Bayesian baselines by reducing the
effect of noisy data with the implied attenuation obtained from explicitly representing
aleatoric uncertainty,

3. We study the trade-offs between modeling aleatoric or epistemic uncertainty by character-
izing the properties of each uncertainty and comparing model performance and inference
time.
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confident predictions, whereas an input image of a featureless wall is expected to have very high
uncertainty.

In this paper we make the observation that in many big data regimes (such as the ones common
to deep learning with image data), it is most effective to model aleatoric uncertainty, uncertainty
which cannot be explained away. This is in comparison to epistemic uncertainty which is mostly
explained away with the large amounts of data often available in machine vision. We further show
that modeling aleatoric uncertainty alone comes at a cost. Out-of-data examples, which can be
identified with epistemic uncertainty, cannot be identified with aleatoric uncertainty alone.

For this we present a unified Bayesian deep learning framework which allows us to learn map-
pings from input data to aleatoric uncertainty and compose these together with epistemic uncer-
tainty approximations. We derive our framework for both regression and classification applications
and present results for per-pixel depth regression and semantic segmentation tasks (see Figure 1 and
the supplementary video for examples). We show how modeling aleatoric uncertainty in regression
can be used to learn loss attenuation, and develop a complimentary approach for the classification
case. This demonstrates the efficacy of our approach on difficult and large scale tasks.

The main contributions of this work are;

1. We capture an accurate understanding of aleatoric and epistemic uncertainties, in particular
with a novel approach for classification,

2. We improve model performance by 1 � 3% over non-Bayesian baselines by reducing the
effect of noisy data with the implied attenuation obtained from explicitly representing
aleatoric uncertainty,

3. We study the trade-offs between modeling aleatoric or epistemic uncertainty by character-
izing the properties of each uncertainty and comparing model performance and inference
time.
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(taken	from	Kendall	et	al.	2017)
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Example	2:	Which	is	a	Better	Fit?
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Real	data	from	Tohoku	(Japan).	Example	taken	from	Nate	Silver’s	book	“The	signal	and	noise” 4
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When	the	
data	is	scarce
and	noisy,	
e.g.,	in	
medicine,	
and	robotics.



To	Improve	Deep	Learning

Data-efficiency,	robustness,	active	
learning,	continual/online	learning,	

exploration
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Bayesian	Deep	Learning

Compute	a	probability	distribution	
over	the	unknowns	given	the	data	

“to	know	how	much	we	don’t	know”
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Bayesian	Inference	is	Difficult!
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Bayes’	rule:

Intractable	integral

• Approximate	Bayesian	Inference	using	
gradient	methods	(SGD/Adam)
– Gaussian	VI:	Bayes	by	Backprop (Blundell	et	al.	2015),	Practical	VI	(Graves	et	al.	

2011),	Black-box	VI	(Rangnathan et	al.	2014)	and	many	more….

• Our	work	uses	natural-gradient	methods	
(faster	and	simpler than	gradients	methods)
– Khan	&	Lin	(AIstats 2017),	Khan	et	al.	(ICML	2018),	Khan	&	Nielsen	(ISITA2018)	

ParametersData

p(w|D) =
p(D|✓)p(✓)R
p(D|✓)p(✓)dw



Uncertainty	Estimation	with	RMSprop
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RMSprop for	
Deep	Learning

Variational RMSprop (Vprop)	for	
Bayesian	Deep	Learning
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Note	1:	Choose	a	small	minibatch size.
Note	2:	Similar	version	exist	for	Adam	(Vadam)
Note	3:	A	better	version	is	VOGN (details	in	the	paper)

p(D|✓)N (✓|0,�I)Model:
Gaussian	PriorDNN	Likelihood



Faster,	Simpler,	and	More	Robust
Regression	on	Australian-Scale	dataset	using	deep	neural	
nets	for	various	number	of	minibatch size.
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Existing	Method	(BBVI)
Our	method	(Vadam)
Our	method	(VOGN)



Faster,	Simpler,	and	More	Robust
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Results	on	MNIST	digit	classification	(for	various	values	of	
Gaussian	prior	precision	parameter	λ)

Existing	Method	(BBVI)
Our	method	(Vadam)



Deep	Reinforcement	Learning
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No	Exploration	(SGD)
Reward	=	2860

Exploration	using	Vadam
Reward	=	5264
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