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AI that can learn like us

Quickly adapt & continue to acquire new skills.
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Human Learning at 
the age of 6 months.
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Converged at the 
age of 12 months
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Transfer 
skills

at the age 
of 14 

months



Current state of ML

6https://www.youtube.com/watch?v=TxobtWAFh8o The video is from 2017

https://www.youtube.com/watch?v=TxobtWAFh8o


AI that can learn like us

AI that is low-cost, sustainable, transparent, 
trustworthy, reliable, composable, modular….
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How to represent and adapt the knowledge? 
Sensitivity to Perturbation (Duality)

https://tenor.com/view/clockwork-gears-brain-gif-16784329

Bayes-Duality



Sensitivity and Uncertainty

• Sensitivity of variational-posteriors for free
• Model sensitivity to data perturbation [1-3]
• Model perturbation: LLM model merging [4-5] 

and Federated learning [6]

9

1. Nickl, Xu, Tailor, Moellenhoff, Khan, The memory-perturbation equation, NeurIPS (2023) 
2. Khan and Rue, The Bayesian Learning Rule, JMLR (2023).
3. Shen et al. Variational Learning is Effective for Large Deep Networks, ICML (2024)
4. Daheim et al. Model merging by uncertainty-based gradient matching, ICLR (2024).
5. Moldanado et al. How to Weight Multitask Finetuning? Fast Previews via Bayesian Model-Merging, (2024)
6. Swaroop et al. Connecting Federated ADMM to Bayes, ICLR, 2024



Model’s Sensitivity to Data

101. Cook. Detection of Influential Observations in Linear Regression. Technometrics. ASA 1977

Model is more sensitive to examples that are 
“far enough” (in the uncertain territories)

Old model

New model

New data



Sensitivity and Uncertainty
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1. Cook. Detection of Influential Observations in Linear Regression. Technometrics. ASA (1977)
2. Koh and Liang. Understanding Black-Box Predictions via Influence Functions. ICML (2017)
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Forms the basis for most works in deep learning [2], 
with most works analyzing leave-one-out sensitivity to 
data-perturbation at convergence.
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We hope to address broader scenarios

• Sensitivity & uncertainty essential for “what-if” questions
– Data Perturbation: What if we add/remove a class? 

All NY times articles? Continual/active learning
–Model Perturbation: What if we merge separately 

fine-tuned LLMs? Federated/distributed learning
– Algorithm perturbation, etc. etc.
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Binary classification 
on the Two Moons 
dataset.

Big markers with red 
indicate influential 
examples for an 
iterations of an Adam-
like algorithm (IVON).

This is a simpler 
version only using 
gradient wrt mean.



Memory-Perturbation

Broadening data-attribution by 
using posterior-sensitivity

141. Nickl, Xu, Tailor, Moellenhoff, Khan, The memory-perturbation equation, NeurIPS, 2023

Peter Nickl Lu Xu Dharmesh 
Tailor

Thomas 
Moellenhoff



Conjugate Exponential-Family Models
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We will extend this to posterior’s sensitivity

θt − θ\i
t = H−1

t xi(yi − x⊤
i θ\i

t ) = − H−1
t ∇ℓi(θ\i

t )

qt ∝
t

∏
j=0

e−ℓj q\i
t ∝

t

∏
j=0,j≠i

e−ℓj
qt

q\i
t

∝ e−ℓi

eλ⊤
t T(θ) e(λ\i

t )⊤T(θ) eλ̃ ⊤
i T(θ)

λt − λ\i
t = λ̃i Lin-reg is a special case [1, Thm. 1]

1. Nickl, Xu, Tailor, Moellenhoff, Khan, The memory-perturbation equation, NeurIPS, 2023

Natural parameter



Generalization using Natural Gradients
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This can be generalized to cover all sorts 
perturbation, e.g., during training, to handle model 
merging, continual learning, federated learning etc.

How? The  can be written as gradient wrt “dual” 
coordinates expectation parameters 

λ̃i
μ = 𝔼q[T(θ)]

λ̃i|t = ∇μt
𝔼qt

[−ℓi]
A type of natural Gradients (see Sec 2 in [1])

1. Khan and Rue, The Bayesian Learning Rule, JMLR (2023).

λt − λ\i
t = λ̃i
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Bayesian learning rule
Table 1: A summary of learning algorithms derived from the BLR. Each algorithm is derived through
specific approximations of the posterior and natural-gradient. New algorithms are marked with “(New)”.
Abbreviations: cov. ! covariance, STE ! Straight-Through-Estimator, VI ! Variational Inference,
VMP ! Variational Message Passing.

Learning Algorithm Posterior Approx. Natural-Gradient Approx. Sec.

Optimization Algorithms

Gradient Descent Gaussian (fixed cov.) Delta method 1.3

Newton’s method Gaussian —–“—– 1.3

Multimodal optimization (New) Mixture of Gaussians —–“—– 3.2

Deep-Learning Algorithms

Stochastic Gradient Descent Gaussian (fixed cov.) Delta method, stochastic approx. 4.1

RMSprop/Adam Gaussian (diagonal cov.) Delta method, stochastic approx.,
Hessian approx., square-root scal-
ing, slow-moving scale vectors

4.2

Dropout Mixture of Gaussians Delta method, stochastic approx.,
responsibility approx.

4.3

STE Bernoulli Delta method, stochastic approx. 4.5

Online Gauss-Newton (OGN)
(New)

Gaussian (diagonal cov.) Gauss-Newton Hessian approx. in
Adam & no square-root scaling

4.4

Variational OGN (New) —–“—– Remove delta method from OGN 4.4

BayesBiNN (New) Bernoulli Remove delta method from STE 4.5

Approximate Bayesian Inference Algorithms

Conjugate Bayes Exp-family Set learning rate ⇢t = 1 5.1

Laplace’s method Gaussian Delta method 4.4

Expectation-Maximization Exp-Family + Gaussian Delta method for the parameters 5.2

Stochastic VI (SVI) Exp-family (mean-field) Stochastic approx., local ⇢t = 1 5.3

VMP —–“—– ⇢t = 1 for all nodes 5.3

Non-Conjugate VMP —–“—– —–“—– 5.3

Non-Conjugate VI (New) Mixture of Exp-family None 5.4

2.1 Bayesian learning rule as natural-gradient descent

Given the objective L(�) = Eq[¯̀(✓)+log q(✓)] in Eq. 2, the classical gradient-descent algorithm performs
the following update:

�t+1  �t � ⇢tr�L(�t). (15)
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1. Khan and Rue, The Bayesian Learning Rule, JMLR (2023).

To estimate sensitivity, 
we take a step back

λt − λ\i
t ≈ λ̃i|t

λ̃j|t = ∇μt
𝔼qt

[−ℓj]

They all compute 
natural gradients.



Bayesian Learning Rule (BLR) [1]
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Many ML algorithms compute the quantity (approx.). 
IOW, they are approximately Bayesian!
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Sensitivity Estimates: Adam and IVON
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RMSprop/Adam BLR [1] variant called IVON [5]
(Improved Variational Online Newton)

<latexit sha1_base64="6cqgdMpwEvsCUhlzFD20sqy/oaU=">AAACt3icbVFNj9MwEHXC11K+Chy5jKhAqdCWZFW+bitx4bhIdHdFXaqJ49TWOnHWdkBVlL/IgRv/BidtJbq7I1l6eu/N83icVkpaF8d/g/DW7Tt37x3cHzx4+Ojxk+HTZ6dW14bxGdNKm/MULVey5DMnneLnleFYpIqfpRefO/3sJzdW6vKbW1d8UeCqlLlk6Dy1HP6mAl2zauE1VTx3aIz+BT1HS0wVtkC5UhF1gjscUzroNX GDf9X+OAJvEHtSlBxSI/QYBLyBDsEuoMvqU/ejNtQhUFSVQIBol971Z1x5sYDxW4iovTR90I7vplsOR/Ek7guug2QLRmRbJ8vhH5ppVhe8dEyhtfMkrtyiQeMkU7wd0NryCtkFrvjcwxILbhdNv/cWXnkmg1wbf0oHPft/R4OFtesi9c4CnbBXtY68SZvXLv+4aGRZ1Y6XbHNRXitwGrpPhEwazpxae4DMSD8rMIEGmfNf3S0hufrk6+D0aJK8n7z7Oh0dT7frOCAvyEsSkYR8IMfkCzkhM8KCafA9YEEWfgqXYR6KjTUMtj3PyV6Fl/8ARwHSgg==</latexit>

ĝ  r̂`(✓)
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1. Khan, et al. "Fast and scalable Bayesian deep learning by weight-perturbation in Adam." ICML (2018).
2. Osawa, et al. “Practical Deep Learning with Bayesian Principles.” NeurIPS (2019).
3. Lin, et al. “Handling the positive-definite constraints in the BLR.” ICML (2020).
4. Shen, et al. “Variational Learning is Effective for Large Deep Networks.” ICML (2024)

Sensitivity is cheaply obtained by using 1 step of the algorithms. 
Adam’s sensitivity (uncertainty) is poorer compared to IVON.
Check out the blog: https://team-approx-bayes.github.io/blog/ivon/

<latexit sha1_base64="lMR1EEq84mMqe3ZqmU42lhTl4A0=">AAADlnicbVLbbtNAEN3YXEq4NKUvSLyMiKhspbk4KrcXVFEheKqCRNpK2SRabzZZq7u2tV5TIst/xNfwxt+wdl2C065l6ficmTkz4/VjESR6MPjTsOx79x883HnUfPzk6bPd1t7zsyRKFWVjGolIXfgkYSII2VgHWrCLWDEifcHO/cuTQj//wVQSROF3vY7ZVJJVGCwDSrSh5nuNX5gTna1yOMCCLTVRKrqCksMh8QXJATMhHKw508SFDJeemWILo2j2UyuZwRVnikFBFFGAk0AClkRzSkR2mjvy0FArSWZDF3KMm2V9fofnKsd0EemaS+XdlW7/popxwk1eS3e8LlY8coFDBwoElQk+LJ56450iYDZ0eLcKcmfDvmO+O3jBhJnTLbqUNQMJXcBExJwAODfdFl5lhpHdPjg1F76RXVOuvrp/kxxs7XTj6PWdU4dvarj5vNUe9AblgdvAq0AbVWc0b/3Gi4imkoWaCpIkE28Q62lGlA6oYHkTpwmLCb0kKzYxMCSSJdOsbCeH14ZZwDJS5g01lOz/GRmRSbKWvoks/nWyrRXkXdok1cv30ywI41SzkF4bLVMBOoLijsIiUIxqsTaAUBWYXoFyogjV5iY3zRK87ZFvg7Nhz3vbe/PtqH18VK1jB71Er5CDPPQOHaOvaITGiFr71gfrk3Viv7A/2p/tL9ehVqPK2Ue1Y4/+AgL8INo=</latexit>
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Drop-in replacement of Adam
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https://github.com/team-approx-bayes/ivon



GPT-2 with IVON
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Better performance & uncertainty at the same cost 

Trained on OpenWebText 
data (49.2B tokens).

On 773M, we get a gain of 
0.5 in perplexity.

On 355M, we get a gain of 
0.4 in perplexity.

1. Khan, et al. "Fast and scalable Bayesian deep learning by weight-perturbation in Adam." ICML (2018).
2. Osawa et al. “Practical Deep Learning with Bayesian Principles.” NeurIPS (2019).
3. Shen et al. Variational Learning is Effective for Large Deep Networks, ICML (2024)

IVON [3]
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Low Sensitivity High Sensitivity

Step A: Convert DNN to
GP functional prior

Old task
data

Step B: Find memorable
examples

New task
weights

Weight-space

Global
minimum

Old task
weights

New task
data

Step C: train in weight-space
with functional regularisation

Step A: Convert DNN to
GP functional prior

Old task
data

Step B: Find memorable
examples

New task
weights

Weight-space

Global
minimum

Old task
weights

New task
data

Step C: train in weight-space
with functional regularisation

Step A: Convert DNN to GP functional prior Step B: Find Memorable Past

Old weights

Old data

New weights
Step A: Convert DNN to

GP functional prior

Old task
data

Step B: Find memorable
examples

New task
weights

Weight-space

Global
minimum

Old task
weights

New task
data

Step C: train in weight-space
with functional regularisation

Optimal weights

FROMP

A

Weight-space

Globalminimum

B

C

Functional prior

Old task
data

Choose memory
Memorable

examples

After training

New task
data

A

Weight-space

Globalminimum

B

C

Functional prior
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Choose memory
Memorable

examples

After training

New task
data

Step C: Train weights with functional regularisation of memorable past

New data

f(x)
<latexit sha1_base64="8TwoNVwdP7mvKuQ4ObmNLGpGkpA=">AAAB63icdVDLSgMxFM3UV62vqks3wSrUTZnpy1kWdOGygn1AO5RMmmlDk8yQZMQy9BfcuFDErT/kzr8xM1VQ0QMXDufcy733+BGjStv2u5VbWV1b38hvFra2d3b3ivsHXRXGEpMODlko+z5ShFFBOppqRvqRJIj7jPT82UXq926JVDQUN3oeEY+jiaABxUinUlC+OxsVS3al6bj1hgsNqdnNupMR163WoFOxM5RaJ0GG9qj4NhyHOOZEaMyQUgPHjrSXIKkpZmRRGMaKRAjP0IQMDBWIE+Ul2a0LeGqUMQxCaUpomKnfJxLElZpz33RypKfqt5eKf3mDWAeul1ARxZoIvFwUxAzqEKaPwzGVBGs2NwRhSc2tEE+RRFibeAomhK9P4f+kW604tUrj2qRxCZbIgyNwDMrAAeegBa5AG3QABlNwDx7Bk8WtB+vZelm25qzPmUPwA9brB6H6kPA=</latexit>

f(x)
<latexit sha1_base64="8TwoNVwdP7mvKuQ4ObmNLGpGkpA=">AAAB63icdVDLSgMxFM3UV62vqks3wSrUTZnpy1kWdOGygn1AO5RMmmlDk8yQZMQy9BfcuFDErT/kzr8xM1VQ0QMXDufcy733+BGjStv2u5VbWV1b38hvFra2d3b3ivsHXRXGEpMODlko+z5ShFFBOppqRvqRJIj7jPT82UXq926JVDQUN3oeEY+jiaABxUinUlC+OxsVS3al6bj1hgsNqdnNupMR163WoFOxM5RaJ0GG9qj4NhyHOOZEaMyQUgPHjrSXIKkpZmRRGMaKRAjP0IQMDBWIE+Ul2a0LeGqUMQxCaUpomKnfJxLElZpz33RypKfqt5eKf3mDWAeul1ARxZoIvFwUxAzqEKaPwzGVBGs2NwRhSc2tEE+RRFibeAomhK9P4f+kW604tUrj2qRxCZbIgyNwDMrAAeegBa5AG3QABlNwDx7Bk8WtB+vZelm25qzPmUPwA9brB6H6kPA=</latexit>

f(x)
<latexit sha1_base64="8TwoNVwdP7mvKuQ4ObmNLGpGkpA=">AAAB63icdVDLSgMxFM3UV62vqks3wSrUTZnpy1kWdOGygn1AO5RMmmlDk8yQZMQy9BfcuFDErT/kzr8xM1VQ0QMXDufcy733+BGjStv2u5VbWV1b38hvFra2d3b3ivsHXRXGEpMODlko+z5ShFFBOppqRvqRJIj7jPT82UXq926JVDQUN3oeEY+jiaABxUinUlC+OxsVS3al6bj1hgsNqdnNupMR163WoFOxM5RaJ0GG9qj4NhyHOOZEaMyQUgPHjrSXIKkpZmRRGMaKRAjP0IQMDBWIE+Ul2a0LeGqUMQxCaUpomKnfJxLElZpz33RypKfqt5eKf3mDWAeul1ARxZoIvFwUxAzqEKaPwzGVBGs2NwRhSc2tEE+RRFibeAomhK9P4f+kW604tUrj2qRxCZbIgyNwDMrAAeegBa5AG3QABlNwDx7Bk8WtB+vZelm25qzPmUPwA9brB6H6kPA=</latexit>

w1
<latexit sha1_base64="D0NPEnAnvNpV3Ack4EsD90UvfkU=">AAAB6nicdVDLSsNAFJ34rPVV60ZwM7QIrkLSl1kW7MJlRfuANpTJdNIOnUzCzEQpoZ/gxoUibsW/8A9cufNvnKYKKnrgwuGce7n3Hi9iVCrLejeWlldW19YzG9nNre2d3dxevi3DWGDSwiELRddDkjDKSUtRxUg3EgQFHiMdb3I69ztXREga8ks1jYgboBGnPsVIaeniemAPckXLrNlOpepATcpWrWKnxHFKZWibVopi/eD1Jd94LjQHubf+MMRxQLjCDEnZs61IuQkSimJGZtl+LEmE8ASNSE9TjgIi3SQ9dQaPtDKEfih0cQVT9ftEggIpp4GnOwOkxvK3Nxf/8nqx8h03oTyKFeF4sciPGVQhnP8Nh1QQrNhUE4QF1bdCPEYCYaXTyeoQvj6F/5N2ybTLZvVcp9EAC2TAISiAY2CDE1AHZ6AJWgCDEbgBd+DeYMat8WA8LlqXjM+ZffADxtMHixqQ9Q==</latexit>

w2
<latexit sha1_base64="G+omeDdIM0oZQp/LDKzrPBM1/d0=">AAAB6nicdVDLSsNAFJ34rPVV60ZwM7QIrkLSl1kW7MJlRfuANpTJdNIOnUzCzEQpoZ/gxoUibsW/8A9cufNvnKYKKnrgwuGce7n3Hi9iVCrLejeWlldW19YzG9nNre2d3dxevi3DWGDSwiELRddDkjDKSUtRxUg3EgQFHiMdb3I69ztXREga8ks1jYgboBGnPsVIaenielAa5IqWWbOdStWBmpStWsVOieOUytA2rRTF+sHrS77xXGgOcm/9YYjjgHCFGZKyZ1uRchMkFMWMzLL9WJII4QkakZ6mHAVEukl66gweaWUI/VDo4gqm6veJBAVSTgNPdwZIjeVvby7+5fVi5TtuQnkUK8LxYpEfM6hCOP8bDqkgWLGpJggLqm+FeIwEwkqnk9UhfH0K/yftkmmXzeq5TqMBFsiAQ1AAx8AGJ6AOzkATtAAGI3AD7sC9wYxb48F4XLQuGZ8z++AHjKcPjJ6Q9g==</latexit>

x
<latexit sha1_base64="Xq2aDw7StkhgPWs5JCU3kiQIaDQ=">AAAB6HicdZDLSsNAFIYnXmu9VV26GSyCq5D0ZnYWdOGyBXuBNpTJdNKOnUzCzEQsoU/gxoUidenbuHXn2zhJFVT0h4GP/z+HOed4EaNSWda7sbS8srq2ntvIb25t7+wW9vbbMowFJi0cslB0PSQJo5y0FFWMdCNBUOAx0vEm52neuSFC0pBfqWlE3ACNOPUpRkpbzdtBoWiZNdupVB2ooWzVKnYGjlMqQ9u0MhXPXuepnhuDwlt/GOI4IFxhhqTs2Vak3AQJRTEjs3w/liRCeIJGpKeRo4BIN8kGncFj7QyhHwr9uIKZ+70jQYGU08DTlQFSY/k7S82/sl6sfMdNKI9iRThefOTHDKoQplvDIRUEKzbVgLCgelaIx0ggrPRt8voIX5vC/6FdMu2yWW1axfoFWCgHDsEROAE2OAV1cAkaoAUwIOAOPIBH49q4N56M+aJ0yfjsOQA/ZLx8AJY4kfI=</latexit>

x
<latexit sha1_base64="Xq2aDw7StkhgPWs5JCU3kiQIaDQ=">AAAB6HicdZDLSsNAFIYnXmu9VV26GSyCq5D0ZnYWdOGyBXuBNpTJdNKOnUzCzEQsoU/gxoUidenbuHXn2zhJFVT0h4GP/z+HOed4EaNSWda7sbS8srq2ntvIb25t7+wW9vbbMowFJi0cslB0PSQJo5y0FFWMdCNBUOAx0vEm52neuSFC0pBfqWlE3ACNOPUpRkpbzdtBoWiZNdupVB2ooWzVKnYGjlMqQ9u0MhXPXuepnhuDwlt/GOI4IFxhhqTs2Vak3AQJRTEjs3w/liRCeIJGpKeRo4BIN8kGncFj7QyhHwr9uIKZ+70jQYGU08DTlQFSY/k7S82/sl6sfMdNKI9iRThefOTHDKoQplvDIRUEKzbVgLCgelaIx0ggrPRt8voIX5vC/6FdMu2yWW1axfoFWCgHDsEROAE2OAV1cAkaoAUwIOAOPIBH49q4N56M+aJ0yfjsOQA/ZLx8AJY4kfI=</latexit>

x
<latexit sha1_base64="Xq2aDw7StkhgPWs5JCU3kiQIaDQ=">AAAB6HicdZDLSsNAFIYnXmu9VV26GSyCq5D0ZnYWdOGyBXuBNpTJdNKOnUzCzEQsoU/gxoUidenbuHXn2zhJFVT0h4GP/z+HOed4EaNSWda7sbS8srq2ntvIb25t7+wW9vbbMowFJi0cslB0PSQJo5y0FFWMdCNBUOAx0vEm52neuSFC0pBfqWlE3ACNOPUpRkpbzdtBoWiZNdupVB2ooWzVKnYGjlMqQ9u0MhXPXuepnhuDwlt/GOI4IFxhhqTs2Vak3AQJRTEjs3w/liRCeIJGpKeRo4BIN8kGncFj7QyhHwr9uIKZ+70jQYGU08DTlQFSY/k7S82/sl6sfMdNKI9iRThefOTHDKoQplvDIRUEKzbVgLCgelaIx0ggrPRt8voIX5vC/6FdMu2yWW1axfoFWCgHDsEROAE2OAV1cAkaoAUwIOAOPIBH49q4N56M+aJ0yfjsOQA/ZLx8AJY4kfI=</latexit>

(a) FROMP for continual deep learning (b) Most (left) vs least (right) memorable

Figure 1: (a) Our FROMP method consists of three main steps where we convert a DNN to GP using
Khan et al. [16], find memorable examples, and train weights with functional regularisation of those
examples. (b) Memorable past on MNIST – they are difficult to classify and close to the boundary.

To address this issue, we propose a new functional-regularisation method called Functional Regu-
larisation of Memorable Past (FROMP). Our key idea is to regularise the network outputs at a few
memorable past examples that are crucial to avoid forgetting. We use a GP formulation of DNNs to
obtain a weight-training method that exploits correlations among memorable examples in the function
space (see Fig. 1a). FROMP involves a slight modification of Adam and a minor increase in computa-
tion cost. It achieves state-of-the-art performance on standard benchmarks, and is consistently better
than both the existing weight-regularisation and functional-regularisation methods. Our work in this
paper focuses on avoiding forgetting, but it also opens a new direction for life-long learning methods
where regularisation methods are naturally combined with memory-based methods.1

1.1 Related Works

Broadly, existing work on continual learning can be split into three types of approaches: inference-
based, memory/rehearsal-based, and model-based. There have also been hybrid approaches attempting
to combine them. Inference-based approaches have mostly focused on weight regularisation [2, 9,
12, 18, 22, 37], with some recent efforts on functional regularisation [5, 19, 34]. Our work falls
in the latter category, but also imposes functional constraints at datapoints, thereby connecting to
memory-based approaches.

Our goal is to consistently outperform weight-regularisation which can be inadequate and brittle
for continual deep learning (see Fig. 6 and App. G for an example). The proposed method further
addresses many issues with existing functional-regularisation methods [5, 34]. Arguably the work
most closely related to ours is the GP-based method of Titsias et al. [34], but there are several key
differences. First, our kernel uses all the network weights (they use just the last layer) which is
important, especially in the early stages of learning when all the weights are changing. Second, our
functional prior regularises the mean to be close to the past mean, which is lacking in the regulariser
of Titsias et al. [34] (see the discussion after Eq. 7). Third, our memorable past examples play a
similar role as the inducing inputs, but are much cheaper to obtain (Titsias et al. [34] requires solving
a discrete optimisation problem), and have an intuitive interpretation (see Fig. 1b). Due to these
differences, our method outperforms the method of Titsias et al. [34], which, unlike ours, performs
worse than the weight-regularisation method of Swaroop et al. [33]. We also obtain state-of-the-art
performance on a larger Split CIFAR benchmark, a comparison missing in Titsias et al. [34]. Our
method is also different to Benjamin et al. [5], which lacks a mechanism to automatically weight past
memory and estimate uncertainty.

Our method is based on a set of memorable past examples. Many such memory-based approaches
exist. These either maintain a memory of past data examples [9, 22, 25] or train generative models
on previous tasks to rehearse pseudo-inputs [30]. Recent work [3, 11] has focused on improving
memory-building methods while combining them with inference-based approaches, building on

1Code for all experiments is available at https://github.com/team-approx-bayes/fromp.
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(a) FROMP for continual deep learning (b) Most (left) vs least (right) memorable

Figure 1: (a) Our FROMP method consists of three main steps where we convert a DNN to GP using
Khan et al. [16], find memorable examples, and train weights with functional regularisation of those
examples. (b) Memorable past on MNIST – they are difficult to classify and close to the boundary.

To address this issue, we propose a new functional-regularisation method called Functional Regu-
larisation of Memorable Past (FROMP). Our key idea is to regularise the network outputs at a few
memorable past examples that are crucial to avoid forgetting. We use a GP formulation of DNNs to
obtain a weight-training method that exploits correlations among memorable examples in the function
space (see Fig. 1a). FROMP involves a slight modification of Adam and a minor increase in computa-
tion cost. It achieves state-of-the-art performance on standard benchmarks, and is consistently better
than both the existing weight-regularisation and functional-regularisation methods. Our work in this
paper focuses on avoiding forgetting, but it also opens a new direction for life-long learning methods
where regularisation methods are naturally combined with memory-based methods.1

1.1 Related Works

Broadly, existing work on continual learning can be split into three types of approaches: inference-
based, memory/rehearsal-based, and model-based. There have also been hybrid approaches attempting
to combine them. Inference-based approaches have mostly focused on weight regularisation [2, 9,
12, 18, 22, 37], with some recent efforts on functional regularisation [5, 19, 34]. Our work falls
in the latter category, but also imposes functional constraints at datapoints, thereby connecting to
memory-based approaches.

Our goal is to consistently outperform weight-regularisation which can be inadequate and brittle
for continual deep learning (see Fig. 6 and App. G for an example). The proposed method further
addresses many issues with existing functional-regularisation methods [5, 34]. Arguably the work
most closely related to ours is the GP-based method of Titsias et al. [34], but there are several key
differences. First, our kernel uses all the network weights (they use just the last layer) which is
important, especially in the early stages of learning when all the weights are changing. Second, our
functional prior regularises the mean to be close to the past mean, which is lacking in the regulariser
of Titsias et al. [34] (see the discussion after Eq. 7). Third, our memorable past examples play a
similar role as the inducing inputs, but are much cheaper to obtain (Titsias et al. [34] requires solving
a discrete optimisation problem), and have an intuitive interpretation (see Fig. 1b). Due to these
differences, our method outperforms the method of Titsias et al. [34], which, unlike ours, performs
worse than the weight-regularisation method of Swaroop et al. [33]. We also obtain state-of-the-art
performance on a larger Split CIFAR benchmark, a comparison missing in Titsias et al. [34]. Our
method is also different to Benjamin et al. [5], which lacks a mechanism to automatically weight past
memory and estimate uncertainty.

Our method is based on a set of memorable past examples. Many such memory-based approaches
exist. These either maintain a memory of past data examples [9, 22, 25] or train generative models
on previous tasks to rehearse pseudo-inputs [30]. Recent work [3, 11] has focused on improving
memory-building methods while combining them with inference-based approaches, building on

1Code for all experiments is available at https://github.com/team-approx-bayes/fromp.
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Figure 6: We use IVON to estimate sensitivity of ResNet-50 to examples in the ImageNet dataset, and visualize high and low
sensitivity images for the “great white shark” class at two epochs of 50 and 100 respectively. Low-sensitivity examples are
mostly typical shark images, while high-sensitivity ones are unusual images, possibly containing mislabeled or ambiguous
examples. For instance, one picture shows more prominently the face of a woman than the shark. The high-sensitivity
examples also continue to evolve when going from 50 to 100 epochs (the distribution of sensitivities flattens), perhaps
indicating that the model tends to learn them a bit later in the training.

We show two epochs (50 and 100, respectively). Already at
50 epochs, low-sensitivity examples show the regular shark
pattern, but high-sensitivity examples keep appearing as
the training progresses (the distribution of sensitivities flat-
tens). At epoch 100, we see some clear examples containing
atypical images, for instance, a picture of a woman’s face
featured more prominently than the shark.

5. Discussion and Limitations
We show the effectiveness of variational learning for training
large networks. Especially our results on GPT-2 and other
LLMs are first of their kind and clearly demonstrate the
potential that variational learning holds. We also discussed
many new use cases where we consistently find benefits by
switching to a variational approach. We expect our results
to be useful for future work on showing the effectiveness of
Bayesian learning in general.

Although we borrow practical tricks from deep learning, not
all of them are equally useful for IVON, for example, we
find that IVON does not go well with batch normalization
layers (Ioffe & Szegedy, 2015). Future research should ex-

plore this limitation and investigate the reasons behind the
effectiveness of some practical tricks. Using MC samples
in variational learning increases the computation cost and
we believe it is difficult to fix this problem. For this, deter-
ministic versions of the variational objective can be useful,
for example, those discussed by Möllenhoff & Khan (2023)
but this is a potential direction for future research.

IVON can be easily modified to learn flexible posterior
forms (Lin et al., 2019). Our Multi-IVON method in this
paper uses a simple mixture distribution, but we expect
further improvements by using other types of mixtures and
also by learning the mixing distribution. We expect this
aspect of IVON to help researchers further investigate the
benefits of Bayesian principles to improve deep learning.
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indicating that the model tends to learn them a bit later in the training.

We show two epochs (50 and 100, respectively). Already at
50 epochs, low-sensitivity examples show the regular shark
pattern, but high-sensitivity examples keep appearing as
the training progresses (the distribution of sensitivities flat-
tens). At epoch 100, we see some clear examples containing
atypical images, for instance, a picture of a woman’s face
featured more prominently than the shark.

5. Discussion and Limitations
We show the effectiveness of variational learning for training
large networks. Especially our results on GPT-2 and other
LLMs are first of their kind and clearly demonstrate the
potential that variational learning holds. We also discussed
many new use cases where we consistently find benefits by
switching to a variational approach. We expect our results
to be useful for future work on showing the effectiveness of
Bayesian learning in general.

Although we borrow practical tricks from deep learning, not
all of them are equally useful for IVON, for example, we
find that IVON does not go well with batch normalization
layers (Ioffe & Szegedy, 2015). Future research should ex-

plore this limitation and investigate the reasons behind the
effectiveness of some practical tricks. Using MC samples
in variational learning increases the computation cost and
we believe it is difficult to fix this problem. For this, deter-
ministic versions of the variational objective can be useful,
for example, those discussed by Möllenhoff & Khan (2023)
but this is a potential direction for future research.

IVON can be easily modified to learn flexible posterior
forms (Lin et al., 2019). Our Multi-IVON method in this
paper uses a simple mixture distribution, but we expect
further improvements by using other types of mixtures and
also by learning the mixing distribution. We expect this
aspect of IVON to help researchers further investigate the
benefits of Bayesian principles to improve deep learning.
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(a) MLP on USPS-3vs5, |M| = 16 (b) MLP on MNIST, |M| = 64 (c) Class removal on MNIST

Figure 3: Panel (a) and Panel (b) show that the estimated deviation for removal of groups of examples
correlates well with the true deviations. Each point corresponds to a removed group of examples,
the red points show the second approximation in Eq. 18, while the blue squares show the first one. In
Panel (c) we show the estimated test NLL for one-class-leave-out obtained by using Eq. 21 correlates
well with true change in generalization. The models find some classes more sensitive than others.

(a) MNIST

(b) FMNIST

(c) CIFAR-10

(d) Adam (e) Delta method (diag.)

(f) Delta method (KFAC) (g) iBLR

Figure 4: Panel (a), (b) and (c) show that our method can faithfully estimate the LOO-CV curve for
predicting generalization and tuning of the L2-regularization parameter on MNIST, FMNIST and
CIFAR-10. Panel (d), (e), (f) and (g) show that the Train-LOO estimate with MPE can faithfully
estimate the test NLL during training on FMNIST. From panel (d) to (g) the approximation quality
is increasing.

The match is almost perfect here and we do not see such good correlations in other studies [12, 6, 10]
but our result supports their conclusions that sensitivity based measures can work well to predict
generalization performance. The cost of computing these curves is almost negligible compared to
cross-validation where we have train many more models for each setting of the hyperparameter.

How do sensitivities evolve during training: We use the MPE to analyze the evolution of sen-
sitivities during training. We consider Bayesian logistic regression in Fig. 5(a) and neural network
classification with the iBLR optimizer inFig. 5(b), Fig. 5(c) and Fig. 5(d). We run the BLR iter-
ates of Eq. 11. For Bayesian logistic regression we estimate deviations using Eq. 19 (TODO: we
evaluate expression with �0?) and plot them for various iterations. For iBLR we use Eq. 17 and
plot for several selected epochs. For better visualization, we first sort the examples according to
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Model Merging
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Given  fine-tuned on  and 
 fine-tuned on , merge 

them (to estimate ).

θ1 𝒟1
θ2 𝒟2

θ1+2

A generalization is to use  [3], eg, use 
Hessian which is necessarily better [2]

α1λ1 + α2λ2

1. Wortsman et al. Robust fine-tuning of zero-shot models, CVPR 2022
2. Daheim et al. Model merging by uncertainty-based gradient matching, ICLR (2024).
3. Maldonado et al. ….. Fast Previews via Bayesian Model-Merging (under review, 2024)

θ1 θ2

𝒟2𝒟1

θ1+2

Simplest strategy:  [1].α1θ1 + α2θ2

H1+2θ1+2 ≈ α1H1θ1 + α2H2θ2

 (Thm 1, [2])⟹ θ1+2 − θ1 ≈ H−1
1+2 ∇ℓ1(θ1)



“What-if” we merged models

261. Daheim et al. Model merging by uncertainty-based gradient matching, ICLR (2024).

Preprint. Under review.
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Figure 1: The left panel illustrates our approach. We connect the error � of the merged model ✓merged
to the gradient mismatch over losses ¯̀

t and propose a new method that reduces the mismatch by
using the Hessian Ht and error �t of the individual models ✓t. The right panel shows an example of
adding datasets to RoBERTa trained on IMDB. We clearly see that reducing mismatch also reduces
test error of task arithmetic. We consider 5 datasets, each indicated by a number on the markers.

can leverage them to further improve model merging. Empirical results on LLMs and ViTs show
consistent improvements, both in terms of performance and robustness to hyperparameters.

2 MODEL MERGING BY PARAMETER AVERAGING

We consider merging multiple models that share the same architecture but are trained on different
datasets, for example, by fine-tuning a large pretrained model. We denote each of the T > 1 models
by its parameter vector ✓t 2 Rd. Throughout this section, we will use an LLM, denoted by ✓LLM,
but the results straightforwardly apply to other pretrained models. Given ✓LLM and different ✓t, our
goal is to understand the inaccuracies in existing parameter-averaging methods and improve them.

We focus on the following simple weighted-averaging scheme: ✓̄ = S0 ✓LLM +
PT

t=1 St ✓t, where
✓̄ is the merged model obtained with scaling matrices St 2 Rd⇥d for t = 0, 1, . . . , T . Since the
dimension d is often large, simple choices of St are used in practice. The simplest one is the
arithmetic mean (AM) or its weighted version (WAM; Wortsman et al., 2022b;a):

✓̄AM =
1

T

TX

t=1

✓t, ✓̄WAM = ↵0✓LLM +
TX

t=1

↵t✓t, (1)

where ↵t � 0. For large models, different parameters have different scaling and it is better to take
this into account, for example, by using the Fisher matrix Ft:

✓̄FA =
TX

t=1

St✓t, where St = ↵tF̄
�1

Ft with F̄ =
TX

t=1

↵tFt, for all t � 1, (2)

giving rise to ‘Fisher Averaging’ (FA). We could similarly include S0 by using the Fisher F0 of
the LLM. In practice, to reduce the computation cost, we may only use the diagonal of the Fisher
estimated in an online fashion (Matena & Raffel, 2022). This is similar to strategies in continual
learning (Kirkpatrick et al., 2017) where the choice of Fisher is justified through Bayesian updating
Huszár (2018). However, such connections are not yet explored or exploited for model merging.

Using Fisher should improve things a bit but the extent of improvement is unclear. A recent work
by Jin et al. (2023) uses insights from linear models to justify some of these choices, but such
justification may not hold for nonlinear models. In general, it is also not clear how Fisher-averaging
takes care of the commonalities between the fine-tuning ✓t of the LLM ✓LLM. Should we include
F0 or not, and how should it be combined with the other Ft so as to avoid double counting of
information in the models? The current practice is to simply tune ↵t on a validation set which is one
way to make up for the errors, but this can quickly become expensive as T increases.

Recently, Ilharco et al. (2023) proposed to subtract the contribution of ✓LLM with the follow-
ing simple ‘task arithmetic’ (TA): ✓̄TA = ✓LLM +

PT
t=1 ↵t(✓t � ✓LLM). Subtracting ✓LLM
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Federated Learning
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λ1+2 ← λ̃1 + λ̃2

The  are dual variables (Lagrange multiplier) [1-4]λ̃i

1. Khan et al. Fast Dual Variational Inference for Non-Conjugate Latent Gaussian Models, ICML, 2013
2. Khan et al. Approximate Inference Turns Deep Networks into Gaussian Processes, NeurIPS, 2019
3. Adam et al. Dual Parameterization of Sparse Variational Gaussian Processes, NeurIPS, 2021
4. Swaroop et al. Connecting Federated ADMM to Bayes, ICLR, 2024

θ1 θ2

𝒟2𝒟1

θ1+2

Federated LearningEg, dual variables in federated 
ADMM automatically emerges 
through  in variational Bayes [4]λ̃i



Sensitivity and Uncertainty

• Sensitivity of (variational) posteriors to address 
uncertainty during knowledge transfer
–  without increasing the cost

• Model sensitivity to data perturbation [1-3]
• Model perturbation: LLM model merging [4-5] 

and Federated learning [6]

28

1. Nickl, Xu, Tailor, Moellenhoff, Khan, The memory-perturbation equation, NeurIPS (2023) 
2. Khan and Rue, The Bayesian Learning Rule, JMLR (2023).
3. Shen et al. Variational Learning is Effective for Large Deep Networks, ICML (2024)
4. Daheim et al. Model merging by uncertainty-based gradient matching, ICLR (2024).
5. Moldanado et al. How to Weight Multitask Finetuning? Fast Previews via Bayesian Model-Merging, (2024)
6. Swaroop et al. Connecting Federated ADMM to Bayes, ICLR, 2024
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The webpage is available at https://bayesduality.github.io/, and Twitter account @BayesDuality 
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Bayes-Duality Workshop (June 25-27, 2025)
https://bayesduality.github.io/workshop_2025.html

Diverse topics: Bayes, Optimization, 
Information Geometry, Continual 
Learning, Federated Learning, Active 
learning, RL, Model understanding, Data 
Attributions, LLMs, etc.

https://bayesduality.github.io/workshop_2024.html
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Team Approx-Bayes
https://team-approx-bayes.github.io/

Visit us! Let’s collaborate!
Also see open (post-doc) 
positions on the webpage

https://team-approx-bayes.github.io/

